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Abstract

We study the impact of local economic structure on employment dynamics. Local employ-
ment is decomposed into the product of the average plant size and the number of plants in the
area and industry. We estimate the dynamics of both components simultaneously using French
yearly data on 36 industries and 341 areas between 1984 and 1993. The careful specification
of short-run dynamics and the control for fixed effects and endogeneity are shown to be criti-
cal in the empirical model. First, static externalities are prevalent compared to dynamic ones.
Moreover, whereas area-and-industry effects explain most of the spatial variation of plant size,
the local number of plants is mainly driven by the current local economic structure. Policies
targeted towards plant creation should thus be more efficient. For instance, large areas endowed
with a small number of even size industries have both more and larger plants. A large number
of plants heterogenous in size also increases the average plant size, but the number of plants is
higher when plants have similar size.
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1 Introduction

Huge amounts of efforts and money are spent in Europe to reduce regional inequalities. In the U.S.,
labor mobility is often seen as high enough to make inequalities a secondary problem although the
recent increase in regional disparities also leads to the revival of this issue. One fundamental
question that emerges in this ongoing debate is to determine whether regional inequalities rapidly
and spontaneously vanish or are persistent and have to be tackled through redistribution policies.
A related question concerns the type of competition policies that local authorities might adopt
to make firms grow or to induce new firms to be created. Our paper contributes to this debate
by providing empirical evidence on the evolution and determinants of local employment in a large
Furopean country, France.

The literature on regional income convergence (the “F-convergence”, see Barro and Sala-I-
Martin [2]) is prolific. However, it is not the most relevant theoretical background for the present
study. Whereas the geographical level considered in these approaches is most often the U.S. states or
the third level of the European Nomenclature of Territorial Units for Statistics (NUTS 2, 210 regions
in Europe), we consider much smaller geographical units (341 units for France, equivalent to NUTS
4). This choice has two major consequences. First, our study more likely belongs to the urban and
economic geography literature than to the empirical literature about growth. The former is more
relevant to explain intra-regional disparities such as the ones between cities or between rural and
urban areas for instance. Second, while 3-convergence focuses on the determinants of output and
income, we concentrate on the determinants of local inequalities in employment and employment
growth in which people and decision makers are indeed more often interested in Europe because of
the large persistence of unemployment.

This study finds its roots in the seminal papers by Glaeser, Kallal, Scheinkman and Schleifer
[11] and Henderson, Kuncoro and Turner [16]. These authors try to link local long-run industrial
employment growth to local industrial specialization (the so-called “MAR externalities”) and di-
versity (“Jacobs externalities”). Glaeser et al. [11] also consider the impact of local competition
(“Porter externalities”). As surveyed by Combes and Overman [6], this has been replicated in
various countries,! though contradictory results are sometimes obtained. This can be explained
by differences across countries or time periods in the strength of agglomeration forces, but also by
some methodological issues.

Under this light, another resourceful study is Henderson [14]. He shows that the most important
of these drawbacks can be tackled by using panel data methods to model the short-run dynamics
of local employment and the impact of the local economic structure. First, these methods allow

us to distinguish area-and-industry effects (capturing for instance the role of physical geography,

! Among which Combes [3] in France using the same data though at the starting and final periods only.



climate, endowments, institutions, culture, etc) from local and time dependent externalities linked
to the local economic structure. Furthermore, endogeneity can be properly controlled for. Second,
it allows us to state whether externalities are dynamic and have a long lasting impact (*“history
matters”) or whether they are mainly static and influence local growth in the short run only. This
old debate in urban economics is critical for assessing economic policies: Altering the local economic
structure should be much more rapidly efficient in the second case but also less lasting.

Our approach relies on dynamic panel data analysis in order to distinguish between area-and-
industry effects and economic structure and between static and dynamic externalities while con-
trolling for endogeneity. As it is based on French data, it provides interesting comparisons between
FEuropean and U.S. regional dynamics. Yet, it sensibly differs from previous studies. First, we em-
ploy model selection techniques and parsimonious representations of the series, which lead to select
a model with a lag structure of a low order (ARMA(1,1)). Second, the effect of local specialization
is most often identified in the literature thanks to the non-linear effect of industry employment that
enters the specification both in logarithms and levels. To put it another way, if the model were
specified only in logarithms, the specialization effect could not be identified from the initial industry
employment effect (Combes, [3]). This makes interpretations problematic when both effects act in
opposite directions as in Henderson et al. [16], and is the reason why we prefer not to use this
specification. We also consider among explanatory variables two measures of diversity (on top of
total employment) to capture urbanization economies and two indices of local competition to study
Porter externalities.

Last and maybe most importantly, a critical difference with former studies stems from decom-
posing local industrial employment into the product of average plant size and number of plants in
each area-and-industry cell. Instead of working with the dynamics of local industrial employment
only, we simultaneously study the dynamics of both variables as embodied in a Panel Vector Au-
toregression (PVAR) setting. Local growth is therefore decomposed into “internal” local growth
defined as the growth of the size of existing plants in the area, and “external” local growth defined
as the creation of new plants in the area. For each component, we allow for different dynamics
and determinants, which provides new insights into the local growth factors. This decomposition
is dictated by a simple theoretical argument developed in the next section of this paper. Under
imperfect competition, local externalities may simultaneously increase the size of existing plants
and drive new firms into the market.

We use data on employment in 36 industries covering manufacturing, trade, and services, avail-
able for the 341 French continental “zones d’emploi” (“employment areas”). The period of ob-
servation covers 10 years from 1984 to 1993. The low order of the model selected implies that
static externalities are prevalent compared to dynamic ones, contrary to the U.S. (see Henderson,

1997). This would make regional policies more rapidly efficient but also less lasting. The auto-



correlation parameter is larger for plant size than for the number of plants. Moreover, whereas
area-and-industry effects explained most of the spatial variation of plant size, the number of plants
is mainly determined by the current local economic structure. For both reasons, policies targeted
on the creation of new plants should prove to be more efficient.

We also show that larger areas have more plants and larger ones. This correspond to agglom-
eration economies associated with the global size of the local economy (demand and cost linkages
or technological spillovers that are not industry specific). They imply that faster growing areas
experience larger area-and-industry growth in average plant size and plant creation. Interestingly,
we refine the verdict regarding the impact of the industrial composition of the local economy on
local employment. Whereas the number of locally active industries does not need to be large,
industries of comparable size increase both the average plant size and the number of plants. An
interpretation would be that technological spillovers can work across industries but do not extend
to all industries. Similarly, intermediate inputs at the origin of demand and cost linkages would not
be necessarily numerous in each industry but equally important. Hence, in both cases, the optimal
structure would be small groups of even size industries.

Last, the impact of local competition is shown to be nonlinear. For a given size of the local
economy, plants appear to be larger in areas where they are more numerous, definitively not in a
situation of local monopoly, but of uneven size. Large leaders, either relying on economies of scale
or having research and development units of efficient size, would favor the existence of smaller and
numerous plants surrounding them. Those smaller plants benefit, for instance, from technological
spillovers or from large markets and from improved matching with their partners. On the other
hand, the number of plants is larger in places where plants are of even size. All of these results
clearly shed new light on the local economic structure that is the most favorable to local employment
in a set-up we believe to be robust and easy to replicate.

Section 2 is devoted to a clarification of the theoretical background. Next, section 3 presents
the data we use in our application and analyzes some descriptive statistics concerning the sample
structure as well as a simple covariance analysis. Estimation results of static and dynamic PVAR
models of plant size and number of plants are presented in section 4. They are interpreted and

discussed in section 4.3, while section 5 concludes and proposes new lines of research.

2 Economic Background

The lack of a precisely identified background model is one of the drawbacks of the studies linking
local industrial growth to local economic structure. It is a hard task indeed to provide a rigorous
framework to these estimations that, in our opinion, have to be viewed as proposing stylized
facts and not as validating a given theory. For instance, local growth of a region depends on

the characteristics of other regions in an intricate way as soon as inter-regional trade is considered.
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Therefore, for the sake for simplicity, an important implicit assumption in this literature is that
each region is a closed economy, the local growth of which is linked to the economic structure of
this very region only. We develop in this section a simple framework that helps identifying and
clarifying the simplifying assumptions made in the literature. Next, we show how to extend it so

as to integrate new features such as imperfect competition and firm creation.

2.1 A Competitive Set-up

Let us consider a setting in which each region z is a closed economy. Only one good is produced,
under constant returns to scale, using labor, L,, and capital, K,. Production, Y,, is assumed to be
given by:

Y, = A, (L) (K.)' ™, (1)

where « is a constant between 0 and 1, and A, is total factor productivity. If we assume perfect
competition both on the good and factor markets, the equilibrium price is obtained as:
(wy)*r! =

) 2
a®(1—a)17 4, @)

Pz =

where w, is the wage and r the return to capital. Labor markets are supposed to be local and
labor mobility imperfect, explaining why the wage is region specific. By contrast, capital markets
are assumed to be perfectly integrated.

dL
Let us focus our attention on the impact on employment growth, L—Z of a productivity shock,
z
dA,

. It is assumed that productivity shocks depend on local characteristics such as specialization,
divzersity, competition, or total region size in order to determine the impact of these local char-
acteristics on growth. Let o denote the demand elasticity of the good, € the supply elasticity of
labor, which is assumed to be a finite positive constant. In contrast, the capital supply elasticity is
supposed to be infinite. Those assumptions are consistent with previous ones regarding mobility.
By definition, we have:

dy, dp, dL, dw,

= — ,d = .
.  p. LT w ®)

Differentiating equations (1) and (2) and equalizing labor productivity and real wages, simple

algebra developed in Appendix A.1 leads to:

dL, dA,
I 26(0—1)MAZ, (4)
where:
_ 1
= T atetao

is a positive parameter.
Many interesting points are already worth noting as regards employment growth following a

positive local productivity shock. First, it has a positive effect on employment if and only if the



demand elasticity is greater than 1. It is intuitive that if demand does not expand enough after
the price decrease, employment shrinks since productivity enhancements save inputs. The larger
the demand elasticity, the larger the production growth, and thus the more employment expands.
Next, the larger the labor supply elasticity, the more employment grows. At one extreme if ¢ = 0,
employment does not expand since no additional supply of labour is locally available even for a
higher wage. The productivity gain translates into an increase of output thanks to an increase
in capital only. Otherwise, the larger the labor supply elasticity, the lower the wage increase, the
larger the price decrease, and thus the more output and labor expand. If the labor supply elasticity
is infinite (local unemployment is involuntary for instance), the wage does not change and the effect
on output and employment is maximal and equal to o — 1.

Therefore, this simple framework leads to clarification of some important points. The impact
of local externalities on employment growth is positive only if the demand elasticity is high enough
and the larger the labor supply elasticity, the larger it is. In the previous literature, it is assumed
that a positive productivity shock always induces employment expansion.

Glaeser et al. [11] introduce an index of local competition among explanatory variables. This
can be interpreted as a direct effect of competition on the strength of externalities, and therefore
on employment growth through the productivity shock. In the perfect competition setting they
assume, the number of competitors is not defined, however. Moreover, competition may also
simultaneously play a critical role on employment through its impact on firm mark-ups and next
on price and production levels if competition is imperfect. Hence, it seems relevant to slightly

extend the previous set-up to better understand the role of competition.

2.2 Imperfect Competition

It leads to simple and intuitive results to assume that the good is homogenous and that imperfect
competition is modelled as a static Cournot equilibrium. Consider first the short-run situation
in which the number of (single-plant) firms located in the region, N, is exogenous. Each firm
maximizes its profit with respect to the quantity it produces, taking into account the non-zero
demand elasticity and assuming that other firms hold constant their own output. As developed in

Appendix A.2, the equilibrium price is:

oN, (w,)* ri=e

oN, —1 ' e (1 _a)(lfa) Az’

p:

(5)

that is to say, a mark-up over the marginal cost that depends on the number of firms. The
production function and the equalization of the real wage to productivity can again be differentiated

along with the additional equation (5) to obtain the employment dynamics:

dL, dA, 1 sz>

L. :5(0_1)“<Az RS ©)
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If the number of firms remains fixed, d]yz = 0, the effect is exactly the same as under perfect

z

competition, and local competition, here embodied in the number of local firms, affects the local

employment growth only through its possible impact on the productivity shock, dfj.

Nevertheless, since in the short-run profits are affected by productivity shocks, one may expect

some firms to be created and enter the market. In this case an additional effect is at work. An

dN,
N

greater than 1, this induces a positive impact on employment, reflected in the additional term in

increase in the firm number, > 0, has a negative impact on price. If the demand elasticity is

equation (6) compared to equation (4).
At this point, it is worth decomposing local employment growth into the sum of two terms:

First, an effect we call “internal growth” which is the growth in size of existing firms, %, where

z
L, = L,/N, is the average firm size in area z. The second effect concerns “external growth”, which

dN,
N

is the expansion of the number of firms, . In other words, we simply write:

=2y 7)

Using equation (6) and (7) , the impact of local externalities on firm size, d—sz, is given by:
dL, dA, 1 dN,\ dN,
— = -1 - . 8
7, < >“<Az ToN.1IN, )TN ®

If the number of firms does not change, firm size grows at the rate of total employment in the
perfect competition setting, that is to say only through the channel of productivity on prices. If
the number of firms increases, firm size increases through both this effect and the indirect impact
of competition on prices as they appear in the first two terms of equation (6). Also, firm size
simultaneously decreases through a direct competition effect, the last term in equation (8). Total
output is split between a larger number of firms, each of them becoming smaller if the impact on
total employment is not strong enough. Therefore, the total effect of the productivity increase on
firm size can be negative if many firms simultaneously enter into the local market.

Next, we can separately study the impact of local externalities on firm creation, de\;/Zz‘ In

the previous discussion, we implicitly assume that the firm creation process is exogenous. Local
externalities may have an endogenous impact on the number of plants, however. This is the case
for instance when the number of firms adjusts to a long-run equilibrium where profits are equal
to zero.? By plugging the equilibrium price given by equation (5) into the profit definition and by
next differentiating this equation, we obtain the adjustments in firm size and firm number following
a productivity shock in the long-run situation (see appendix A.3). They are given by:

dL. dA,
- :(5—1)(0—1))\A , 9)

z Z

?The assumption of fixed costs paid at each period makes this number well defined (see Appendix A.3).



where:

= (oN, — 1)
" 2a(c—1)(cN, = 1)+ (1+¢)(c (N, — 1)+ 0N, —1).
is positive. The variation of the firm number is:

dN, dA,
N :(1+5)(0—1))\AZ. (10)
The total impact of the productivity shock on total employment can be recovered as:
dL, dA,
I, = 26 (c—1) A . (11)

Therefore, all variables which have an impact on productivity also have an impact both on
internal and external growth. Moreover the effects have different magnitude on both variables, and
even possibly different signs.

In the long-run, a positive productivity shock has a positive effect on firm creation if the demand
elasticity is sufficiently high (equation 10). When o is greater than 1, the demand increase because
of decreasing prices is large enough to compensate the better efficiency of labor. It therefore induces
increases both in total employment and in the number of firms. As regards firm size, the same
result holds if the labor supply elasticity is large enough: The positive indirect effect of the increase
in competition (due to the price decrease) dominates the direct negative effect (the last term in
equation (8)). If the labor supply elasticity is low, firm size in the long run equilibrium decreases
following a positive productivity shock.

It would be possible to consider less extreme cases, such as for instance a situation in which
profits are different from zero and firm creation is proportional to them. Weaker competition
settings (for instance, price competition with differentiated goods) would also reduce the direct
competition effect at the cost of more tedious algebra. On the other hand, it would introduce more
flexibility into the model. Another interesting direction to explore would be given by a setting
where shocks also affect recurring fixed costs of entry paid by firms at each period. The structure
of local production could indeed affect these fixed costs and therefore entry into the local market.
The proportionality between coefficients in equations (9) and (10) would then likely be broken.

Even if these possible extensions could be worth studying, we do not need them here. Indeed,
the productivity shock may itself depend on the competition degree (Porter externalities). This
is sufficient to lead us to study the possibly contrasted impact of the local economic structure on
average firm size and the number of firms, embodied in a Vector AutoRegressive (VAR) model.
It simultaneously models both variables in the system of equations (9) and (10) or equivalently of
equations (8) and (10). As a matter of fact, it turns out that the latter system of equations is more
convenient for estimation purposes because it forms a recursive system (see section 4). It is also
interesting to use equation (8) instead of equation (9) since it does not depend on the assumption

that the number of firms instantaneously adjusts to the long run equilibrium. Notice that the



simultaneous estimation of the dynamics of firm size and the number of firms allows us to identify
more effects than is usually achieved in the literature. We are able to distinguish the impact of
the local economic structure on internal and external growth separately and not only the aggregate
impact on total employment growth.

Finally, the candidate models which are able to sustain the kind of estimations performed in
this literature necessarily assume that each region is an economy facing given demand and supply
functions that are independent of what happens in neighbouring regions. Indeed, as soon as trade
between regions is properly modelled, the equilibrium price depends not only on local productivity
but also on productivity of all trading partners. Derived specifications, as in, for instance, Combes
and Lafourcade [4] for Cournot competition or Hanson [13] and Redding and Venables [18] for
monopolistic competition, are much more intricate and beyond the scope of this literature. Again,
the purpose of this paper is to provide stylized facts on local growth dynamics and not to estimate

a particular model of trade and technology diffusion.

3 A Brief Look at the Data

We now describe the data we use and the variables that enter the VAR models we estimate. Data
come from a survey about plant employment (“Enquéte Structure des Emplois”) collected by the
French National Institute of Statistics and Economic Studies (INSEE). This yearly survey reports
the employment level of each plant between 1984 and 1993, the area where the plant is located
and the industry it belongs to. We prefer to use data on plants rather than firms since the actual
location of production is known. Plants within a firm are assumed to be independent in terms
of technological diffusion and production choices, and no internal labor markets are supposed to
exist. By doing this, we neglect technological diffusion and job mobility within firms because we
feel that richer data on firms should be used to analyse externalities at the firm level. We therefore
limit our analysis to externalities resulting from the interaction of plants within and across local
regional /industry clusters. One of the drawback of the survey is that it only includes all French-
metropolitan plants that employ more than 20 employees. Comparable sampling procedures are
used to study employment dynamics in U.S. cities. We leave to future research the assessment of
whether our results are affected by this selection of plants.

We aggregate individual data on employment per plant by industry, area and date. We exclude
agriculture and non-market services and group production activities into 36 different manufac-
turing, trade, and service industries. Public employment is excluded as its spatial distribution
might respond to different incentives than private employment. The area code distinguishes 341
geographic units or employment areas (“zones d’emploi”). This INSEE spatial classification com-
prehensively covers the French territory, including both rural and urban areas. On average, areas

spread over 1,570 km?, which is fairly small (equivalent to splitting the continental U.S. territory



in more than 4,700 units). The definition of employment areas, performed by INSEE, is based on
the observation of workers’ daily migrations. Given the number of areas, it aims at maximizing the
number of within-area migrations between home and work. Hopefully, it maximizes the coincidence
between the geography of where people live and the geography of where people work, that is to
say, between local labor markets and local good markets. Importantly, this is consistent with the

assumption that local growth only depends on local characteristics.

3.1 Dependent Variables

The local employment structure of area z and industry s at time ¢ is characterized by the pair
of variables (fzst,stt), where L, = Lost /N.st is the average size of all plants located in area
z and operating in industry s at time ¢, L,q is total employment in cell (z,s,t) and N, the
number of plants. We adopt a logarithmic specification and denote (st = In (Lzst/Nst) and
Nzst = In (N, ). It has the double advantage of making the distribution of these variables closer to
a normal distribution and allowing for the interpretation of first-differences as growth rates.

We begin the description of the data with a rough view of the sample structure. Table 1 reports
the number of observations (i.e. aggregates of plants with more than 20 employees in area-and-
industry (z,s) at time ¢) that have been “active” (i.e. L, > 0) since year t — 1, or since ¢t — 2, and
so on, down until ¢ = 1, the first observation period (1984). Local areas and industries where plants
started operating after 1984 are scarce except in 1985 when some areas of Provence were surveyed
inadequately. Entries just below the diagonal reflect that problem. Yet, most observations (z, s)
are such that employment L, is positive at the first date (¢t = 1984) and the panel is therefore
approximately balanced. We neglect entries and exits (attrition) of areas and industries into the
panel in the empirical analysis. First, because the bulk of such movements comes from the survey
problem in Provence that we may presume to be exogenous to the size and number of plants (it
was a coding error according to INSEE). Second, even if the endogeneity of entries and exits into
the sample is obvious because they are commanded by the size of a firm becoming larger or smaller
than 20 employees, the number of such cases is small according to the off-diagonal elements of Table
1. Lastly, Combes [3] shows, yet in a single-equation model, that selectivity biases are limited in

size.

3.2 Explanatory Variables

First, MAR externalities are reflected in our framework in the autoregressive dynamics of the
series. Assume for instance that the process is AR(1). The auto-regressive parameter in the series
of average plant size (resp. number of plants) indicates whether the growth of average plant size is
larger if average plant size is larger in the area. Strictly speaking MAR externalities are observed

only if the autoregressive coefficient is larger than 1. Yet, it would imply explosive employment
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Table 1: Numbers of active area-industry pairs in the sample at each date

year (t) total t—1 t—2 t—-3 t—4 t—-5 t—6 t—7 t—8 t—9 t—10
1984 7786 7786
1985 8322 719 7603
1986 8341 148 719 7474
1987 8384 123 160 732 7369
1988 8349 8 112 158 732 7261
1989 8292 81 76 116 161 725 7133
1990 8328 88 96 74 116 176 733 7045
1991 8287 68 75 88 75 110 179 721 6971
1992 8248 61 64 78 82 79 105 170 700 6909
1993 8251 72 55 70 80 84 8 110 182 684 6826

Note : Entries in the table are read as follows: In 1984, the sample is composed by 7786 pairs (z, s) of
local areas and industries; In 1985, 719 pairs (z, s) entered the sample and were not there in 1985 while
7603 pairs (z, s) are active and were in the sample in 1984, for a total of 8322, etc.

dynamics as some areas end up with no activity at all while others infinitely expand. If the
autoregressive parameter is between 0 and 1, some inertia in the dynamics is observed as well
as convergence to the long-run target. Average plant size and number of plants remain larger
where they were larger, but spatial disparities in these variables decline (growth is larger where the
variables take their lowest values), a phenomenon also called “mean-reversion”. Notice that some
authors also interpret such non explosive dynamics when the autoregressive parameter is large as
evidence of MAR externalities.

Besides the autoregressive dynamics reflecting MAR, externalities, two groups of determinants
of employment are comprised in the list of explanatory variables. The first group contains variables

measuring urbanization externalities, namely:

1. The logarithm of total employment in area z at date ¢ :

S
Z Lzst
s=1

This first variable, frequently used in the literature, captures global urbanization externalities,

ézt =In

those related to the local market size and not to the industrial composition of the area.

2. The logarithm of the number of industries, S,¢, in which at least one plant (employing more

than 20 workers) is operating in area z at date ¢ :

Szt = In(Syt).
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3. The opposite of the Herfindahl index of local concentration between industries:

S I 2
divy,: = —1n [Z <LLSt>
zt

7
s=1

This variable is equal to zero if local employment is concentrated into a single industry and it
is equal to the logarithm of the number of industries if the distribution of local employment

is uniform across industries.

These last two indicators measure the industrial diversity of an employment area. They
correspond to what is usually called Jacobs externalities, which constitutes the second kind

of urbanization externalities.

The second group of control variables measures Porter effects by characterizing the degree of
competition between plants in the same industry. Contrary to urbanization externalities, which
are indexed by area and period, but not by industry, local competition variables vary across areas,

industries and dates. We consider the following two indicators of local competition:

1. The dispersion of local employment between plants within an industry as measured by the

opposite of the logarithm of the Herfindahl index of within area-and-industry concentration:

Lit \*
compzst:—lnlz <L1t> ],

i€l st zst

where L;; is the it plant size at period t and where we denote as I the set of all plants i

operating in area z and industry s at period ¢.

If employment is concentrated in a single plant, this variable is equal to zero. It is equal to the
logarithm of the number of plants if the distribution of employment is uniform among plants.
Given the number of plants, we interpret this variable as the intensity of local competition

within industries (Encaoua and Jacquemin [10]).

2. An indicator of total absence of competition within an area and industry:

monoyg = 1if Nyg =1,

= 0 if not.

This choice of variables is justified by the survey of the literature presented in the introduction
and the model detailed in section 2. Notice, however, that few studies simultaneously consider
different measures of local diversity and competition. It is also worth mentioning that the usual
index of specialization, which is the ratio of employment in area z and industry s over total employ-

ment in this area (L,st/L,t), is not retained here. In logarithms, the effect of this variable would
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not be non-parametrically identified because of the colinearity between the dependent variables
In(L.5/N,st) and In(V,s) and the market size indicator In L,;. An alternative sometimes adopted
in the literature consists in introducing it in levels, but this makes its interpretation difficult as
Combes [3] shows.

Table 2 provides descriptive statistics for all variables. Notice in particular that about 20%
of all area, industry and period cases are mono-establishment (mono,ss = 1). Still, the local
number of plants (in logs) is considerably more variable® than average plant size. This is already
an indication that a significant fraction of the dynamics of local employment should be explained

by plant creation and destruction.

Table 2: Descriptive statistics

Av. Std. Min Max

Cost 418 0.76 299 10.12
Nyst 149 116 O 7.54
ot 9.51 1.08 6.51 13.59
Szt 3.22 024 179 3.58

div,e 237 042 034 3.12
comp,st 1.16  0.95 0 6.33
mono,g 0.21  0.41 0 1

Notes: (a) There are 82853 cells (z, s,t) in which employment L. is strictly positive. (b) Variables

definition: £,s: In(plant average employment); n.s;: In(number of plants); £.¢: In(total employment
in the area); s,;: In(number of industries with at least one plant with more than 20 employees in the
area); dive: ln(index of local diversity between industries); comp.s:: ln(index of local competition

within industry); mono,s;: dummy variable for there existing a monopoly in area z at time ¢

We conclude this section by noticing that time and industry dummies explain about one fourth
of the total variance of dependent variables £,s and n, (25% and 23% respectively). As we are
not interested here in analyzing the effect on local employment dynamics of macro- and industry-
specific shocks but aim at characterizing spatial effects, we subtract from all variables their mean

within period and industry cells.*

3 As measured by the coefficient of variation: standard deviation divided by arithmetic mean.
"For example, let Zs; be the set of indices 2 for local areas where there exists a positive number of active firms in
industry s at time t. We replace £, by

— 1 —
ezstf #Zst Z ez’st-

2/ €Z st

We proceed in the same way for variables n.st, comp.s: and mono,s:.
Variables €.+, s+ and div,; are simply detrended. For example, if Z is the set of all area indices, we replace £, by

1
Zzt - ﬁ Z ez/t.

zlezZ
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Finally, area-and-industry effects are included in all specifications. This first controls for dif-
ferences in the area-size of the geographical units we consider. A corollary is that variables as em-
ployment or number of plants can be interpreted in terms of spatial density. Second, these effects
capture all area-and-industry time invariant effects that are possibly omitted. This is particularly
important in this kind of approach for instance because areas are considered as closed-economies:
Area- and-industry effects control at least for their relative location, the proximity to foreign coun-
tries, and thus more generally for physical geography. They can also be proxies for permanent
spatial disparities in public endowments (such as airports), technology, or institutions, the effects

of which are furthermore allowed to depend on the industry.’

4 Econometric Analysis

Let y,st = (Zzst, nzst)/. We model the dynamics of vector y,s using a Panel Vector AutoRegressive
(PVAR) specification of the form:

Yzst = A(L>y28,t71 + B(L)Xzst + Uy + Vst (12)

where A(L) and B(L) are matrix polynomials in the lag operator L and where v, is a vector of
random shocks. Dependent variables are correlated and the variance-covariance matrix of v, is
not supposed to be diagonal though it is supposed to be constant over time. Moreover, we allow for
area-and-industry effects in both equations: u,s = (u12s, Uzzs)/- If A(L) and B(L) are of degree 0,
the model is static and both variables are explained by the current local economic structure only. It
corresponds to equations (9) and (10) written for each industry s and date t. As detailed below, the
more general dynamic model corresponding to system (12) with A(L) and B(L) of higher degree
may be obtained by assuming an autoregressive structure of errors. A discussion of the univariate
properties of the series, of details of the specification search for the best econometric model and of
instrumental regressions, is available in Combes et al. [5]. It justifies in a much more precise way
our preferred specification that is reported here, and the choice of the degree of the polynomials
A(L) and B(L) for instance.

It is always possible to rewrite system (12) using one of its recursive forms (see for instance

Gouriéroux and Monfort [12]):

Zzst = All(L>zzs,t71 + AlQ(L)nzst + Bl (L)Xzst + Uizs + Mzst (13)
Nzst = AQI(L)Zzs,tfl + A22 (L)nzs,tfl + By (L)Xzst + Uizs + Noyst (14)
where random shocks 7, and n,,,; are now uncorrelated and where A;;(L) and B;(L) are scalar

polynomials in the lag operator. This recursive form is justified by the theoretical argument that

Yet, these effects are fixed over time and do not capture time-varying effects of such local characteristics.
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employment decisions are taken conditional on the number of active plants. It is indeed reasonable
to assume that plant employment adjustments are far less costly than plant creations or destruc-
tions. Hence, if there exists an instantaneous causality between l,e and ng, it is likely to be
directed from the latter variable to the former one. This corresponds to equations (8) and (10) of
the theoretical model (section 2) while system (12) would correspond to equations (9) and (10).
Yet, this is a matter of interpretation only as the estimation of the two-equation system is consistent
whatever the interpretation is, regarding the direction of instantaneous causality.

As shocks are now uncorrelated, we can estimate the two equations separately using the same

methodology as for univariate dynamic models of panel data.

4.1 Average Plant Size (Zzst)

We tried many different specifications of equations (13) and (14), for different numbers of lags
and different assumptions on the dynamics of the error components 7;,, and 7y,,. The most
parsimonious specification, and yet robust to specification testing, for plant size is displayed in
Table 3. The estimated model explains Oyt by current values of the number of plants (n,s) and

the control variables (z.st), and by these variables plus average plant size lagged only once:

i 7 ! /
Ezst - ,Olgzs,tfl + Q10N zst + allnzs,tfl + Xzstﬁlo + xzs7t—1/611 + Ulzs + Mzst- (15)

The first column of Table 3 reports the parameters of model (15) estimated using the technique
of Anderson and Hsiao (see Arellano [1] or Hsiao [17]). The model is first-differenced to eliminate
the area-and-industry (time-invariant) effect. The parameters are then estimated by instrumental
variables (IV) using lagged values of the RHS variables (in levels) as instruments. The choice of
instruments depends on the assumed order of autocorrelation of the error term in the differenced
model (An,,,) and on assumptions regarding to the exogeneity of these variables. We here assume
that n,s and .5 = (Lo, Sot, divag, comp,s, mono,s)' are weakly exogenous with respect to 1,4,
ie.

E (nlzst|nzsta Xzsty Mzst—1,Xzs,t—1, ) = 07

and that 7, is at most a Moving Average process of order 1 (MA(1)), so that Anl,, is MA(2)
and is thus orthogonal to the past of 0,4 prior to t — 2. Hence:

E (Anlzsths,tffia Ezs,tféla cey Nzsty Xzsty Nzs,t—1, Xzs,t—1, ) =0.

In the estimation reported in the first column of Table 3 we used the following set of instruments:

gzs,t—B, Nzsty Xzsty Nzst—1,Xzs,t—1,Nzst—2, Xzs,t—2-

®Time differentiation is more appropriate than within-estimation when the RHS variables are weakly endogenous
(predetermined). It is the case here as the RHS of equation (15) contains lagged values of the dependent variable.
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The Sargan test of overidentifying restrictions or, equivalently, the test of the validity of the
instruments, comes out with a p-value well above 5%. This means that we do not reject the
null hypothesis of exogeneity of the instruments at any reasonable level. Moreover, rows AC(1),
AC(2) and AC(3) report the estimates of the autocorrelation coefficients of order 1, 2 and 3 of
the error term An,,,,. The significance probabilities (p-values of the t-test of nullity) indicate a
strong rejection of the hypothesis that the first and second autocorrelations are zero but indicate
that the autocorrelation of order 3 is not statistically different from zero, which is consistent with
our initial assumption that An,, is MA(2). To sum up, all specification tests show that our
preferred specification of equation (13) fits data well and that our estimation method is likely to
yield consistent parameter estimates.”

The estimate of the autoregressive coefficient p; at 0.878 is very precise and significantly different
from both 0 and 1. Moreover, notice the alternating signs and the similar magnitude of the
coefficients of control variables n.s¢—1,%.s¢—1 relative to n.ss—2, 25 ¢—2. This suggests estimating

the following constrained form of model (15):

Cost — plzzsnffl = a1 (Nast — P1Nest—1) + (Xlzst - plxlzs,t—l) B1+ Uizs + Mzst- (16)

The estimates of the parameters of this equation are reported in the second column of Table

3. As this model is not linear, it is estimated by applying Two-Stage Non-Linear Least Squares
(2SNLS) to the differenced model.® We use the same set of instruments as before. Thanks to the
constraints on the parameters, the estimates are very precise.9

Assuming a MA(1) structure for the transitory shock 7 ,4:

Mzst = Vizst + ¢1ylzs,t—1;

parameter ¢; can be recovered by using the residuals of the estimation reported in Table 3. More-
over, an estimate of the variance of v1,4 can also be recovered from the estimated variance of these
residuals. The moving average parameter ¢, is very precisely estimated at a small value: —0.140
(t-stat = —12.8). This negative sign is consistent with the existence of measurement errors, which
are plausible given the data sampling rule of recording the employment of the sole plants employing

more than 20 workers. However, as the autocorrelation coefficient ¢, is small enough and stands for

" Again, this is the result of the search for the best specification, as detailed in Combes et al. (2003).

SWe exploit the bilinearity of the model as follows. Let z.s; be a vector of instruments. Parameters p; and
by = (a1,8;) can then be estimated by iterating until convergence the following algorithm: Given a pair (p<"), b<"))
of parameter values, a new estimate (p("H),b("H)) is computed by applying 2SLS to the regression of Al.s; on
variables AZZS,H and Az,q — p(")Amzsyt,l instrumented by z,s¢.

9Note that the reported standard errors are biased as they have been computed under the assumption that the
estimate of p; is independent of the estimate of (a1,3;) and assuming away any serial and spatial dependence.
However, we tried to implement some corrections to get a sense of their magnitude. These experiments indicate that
one should not expect t-statistics to decrease by much more than a factor of 30%, which make the variables still
largely significant. These results are available upon request.
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Table 3: Average plant size - Dynamic model

(1) (2)
Nyst 0.281 0.287
(4.9) (20.1)
lt 0.257 0.268
(1.6) (15.3)
Szt —0.093 —0.231
(0.5) (8.7)
divyy 0.166 0.136
(2.4) (9.8)
COMPyst —0.497 —-0.576
(=11.9) (26.7)
NONO, ¢ —0.002 —-0.063
B (=0.1) (85)
Cosi—1 0.878 0.809
(16.3) (20.1)
Nyst—1 —0.257 -
(11.5)
lo11 —0.237 -
(-4.2)
524—1 0.239 -
(4.1)
div, ;1 —0.109 -
(—4.4)
compy 1 0.529 -
(16.3)
Mono, 1 0.072 -
' (4.9)
Sargan test (p-value) 0.839  0.521
AC(1) —0.579 —0.576
(<10-3)  (<10-5)
AC(2) 0.084 0.082
(<10-3)  (<10-3)
AC(3) —0.003 0.004
(0.57) (0.53)
Sample size 54664 54664

Notes: Standard errors are not corrected for biases due to the bilinear nature of the estimation method
nor for biases due to serial and spatial dependence. Experiments available upon request show that the

correction factor is at most equal to 30%. Students statistics are reported in brackets.
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measurement errors, the selection of rather large establishments above 20 employees is not likely
to bias the estimation too much.

It is finally possible to rewrite model (16) in the following way. Since the estimate of the
autoregressive parameter p; is significantly different from one, one can divide both members of

equation (16) by the lag polynomial 1 — p; L and obtain the following representation:

7 U1 Mzst
Ezst = Q1Nyst + X/zstﬁl + 1 _Z;1 + 1 _Zple' (17)

The dynamics of local average plant size £, is thus very simple: £, fluctuates in a stationary way

around a moving target, that is:

- —LT
Cost = Ezst + E1zst, (18)
with
=LT Ul
Ezst = QNgst + xlzstﬁl + = (19)
L—p
and €1, = 7225 is an ARMA(1,1) stationary process.!’

T—p, L

Equation (/117) is an important result in itself as it shows the validity of the static Cournot
model developed in the first section. The relationship between, on the one hand, average plant
size 0,4 and the number of plants n,4 and, on the other hand, the control variables x5 which are
supposed to determine productivity shocks is exactly of the form of the theoretical equation (8).
Innovation errors vi.s, or shocks driven by unobserved variables, shift 7., away from its target
fo; . The return to the equilibrium is smooth but relatively slow, with an auto-regressive coefficient
at p; = 0.809: After 10 years, an initial positive innovation shock still contributes to set l,st above
Cout

below after the completion of the analysis for both series.

by a fraction (p;)!? = 12% of the initial shock. Impulse-response functions are commented

We report in Table 4 the variance-covariance decomposition induced by the estimation of equa-
tion (17). The long-term target Zfi explains 85% of the total variance. This is by all means a large
contribution, and it means that shocks €1, are never big enough to move Cost very far away from
its equilibrium path Zﬁi . The contribution of the area-and-industry effects 1,5 to the variance of
ZZL;‘,; is also found to be large (87%). Control variables nyst, €z, divye, compys and mono,s are
thus found to determine the long-run path of £, only moderately (16%). The shares of variance

explained do not sum to 1 because they are not orthogonal (the correlation is equal to -0.042).

10T he variance of which is

_ Mizst _ Vizst + 1 V1zse—1\ _ 14+2p¢; + Qﬁ
V(Elzst)—V(l_p1L>—V( 1—p1L )— 1_p% V(Vlzst)-
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Table 4: Average plant size - Variance decomposition

LT V Ulzs

\4 \% s ! ( - )

Cast (aqn t_z—szst/61> iL? Corr (alnzst + xL 01, 1“:)3)
VKZSt Vé st Vé st !
0.852 0.161 0.871 —0.042

4.2 Number of Plants (n.)

In this section, we replicate the previous methodology to analyze the dynamics of the number of

plants by area-and-industry. We start with the following specification:

i Vi / !
Nzst = anzs,tfl + a21€zs,t71 + a22€zs,t72 + Xzst/620 + Xzs7t—1621 + U2zs + MNozsts (20)

where the coefficient of the variable mono,s in B4 is constrained to be zero to avoid explaining

n,st by a function of itself. We assume that
E (Anzzsths,t—& Ezs,t—47 ceey Nty Xzsty Nzs t—15 Xzs,t—1, ) =0

and use IV on the differenced model with instruments

£287t737 NzstyXzsty Nzst—15Xzs,t—1,Nzst—25 Xzs,t—2-

The first column of Table 5 reports these estimates. We again observe that the coefficients of
each variable and its lag have opposite signs, and therefore reestimate using the same technique as

before, the following constrained specification:
i i / /
Nzst — PoNzst—1 = 2 (Ezs,t—l - p2£zs,t—2) + (Xzst - pQXzs,tfl) By + U2zs + Moyt (21)

Sargan statistics indicate that overidentifying restrictions cannot be rejected at any reasonable level
of significance. As for plant size, the order of autocorrelation is equal to 2 in first differences, which
corresponds to a moving average of order 1 when the dependent variable is in levels.

We can thus safely conclude that the dynamics of plant creations and destructions is also
correctly captured by a model assuming random oscillations around a time-dependent long-run

target:

— U9
”,fg; = aglzst—1 + szstﬁQ + 1 Z; (22)
— P2

and the difference between the actual number of plants and its long-term target, 0,5t = Nyst — nngg ,

is again an ARMA(1,1) process:
Nozst

€225t = m
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Table 5: Number of plants - Dynamic model

_ (1) (2)
Cosi—1 —0.041 —0.042
(-1.7) (—10.1)
Cyt 0.191 0.243
(1.9) (18.5)
Szt —0.107 —0.108
(—0.8) (—5.3)
divy, 0.082 0.096
(1.5) (9.3)
COMP, st 0.818 0.831
(32.1) (37.1)
Nyst 1 0.829 0.710
7 (15.6) (27.4)
Cosi—2 0.036 -
(5.1)
lop1 —0.219 -
(—6.4)
524-1 0.092 -
(24)
ld, 1 —0.086 -
(—4.5)
comp, 1 —0.692 -
(—16.1)
Sargan 0.300 0.122
AC(1) —0.571 —0.561
(<10-3)  (<10-3)
AC(2) 0.062 0.058
(<10-3)  (<10-3)
AC(3) —0.001 —0.003
(0.91) (0.71)
Obs 54664 54664
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The autoregressive coefficient p, is estimated to be 0.71 which implies a relatively high level of
persistence, lower than the value that was found for average plant size, however. The estimate
of the MA parameter ¢, is —0.123 (with a t-statistic of —11.3). It is significant but small and
negative, which is again consistent with the existence of rather moderate measurement errors.

We report in table 6 the appropriate variance-covariance decomposition. The variance of the

LT

2t €xplains about 74% of the total variance, which again means that the series

long-term target n

n,s¢ never departs very far from its long-term target. Now, contrary to what was obtained for

LT

2ot) 1s explained by past average plant

the average plant size, most of the long-term variance (Vn
size Zzs,tq and contemporaneous control variables x4 (over 96%). We thus find no significant
contribution of an area-and-industry effect, which are, however, correlated to the other variable

effects (correlation at 0.263) more strongly than it was for average plant size.

Table 6: Number of plants - Variance decomposition

- U225

VilT  V (aofuni1 + %) ¥ (155) ] .
T T Corr (anl,s 11 4+ X, 3, Loz
VnZSt Vn st Vn A P2

0.744 0.965 0.004 0.263

Finally, we repeated the analysis for manufacturing, trade and services separately. The results
are reported in Tables D.1 and D.2 in Appendix B. They show that measures of persistence and
the effect of explanatory variables on both dependent variables are quite similar across sectors even

if some small differences underlined in the next section may be observed.

4.3 Interpretations

In this section we put into perspective the previous estimation results. Some caution should nev-
ertheless be exercised when interpreting our results since creation and destruction of employment
in small plants, where less than 20 employees work, should also be taken into account in order to
obtain a complete view of the local employment and firm creation dynamics (Davis, Haltiwanger
and Schuh, [7]).

We start with two important general conclusions that stem from our preferred empirical models
which describe both dependent variables as stationary noises around a long run target. First, the
variance of such a noise accounts for about 15% of the total variance of dynamics of average plant
size. Regarding the number of plants, this ratio is slightly larger since the noise accounts for about
25% of the total variance. Temporary shocks thus appear to be relatively secondary compared
to the effects of current local conditions. In other words, our data support economic geography

models based on static trade models under imperfect competition and where the role of static
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externalities in employment or production growth is emphasized. Our results therefore differ from
those obtained by Henderson [14] for the U.S., who finds much more important fluctuations.

Second, we show that regarding plant size, area-and-industry effects significantly and strongly
matter in the determination of the long-run target. Therefore, plant size seems to be weakly
affected by local externalities occurring because of interactions between agents. By contrast, local
fixed endowments such as those of physical geography (proximity to a border, to an ocean, presence
of mountains, of mines etc), local public goods, institutions, or permanent comparative advantages
seem to play an important role and is possibly industry dependent. The number of plants, on
the other hand, is much more influenced by the local economic structure and therefore by local
externalities due to the interactions between agents, even though these externalities are shown to
be also moderately correlated with area-and-industry effects.

Dynamic effects are not absent, however. The persistence of shocks is measured by the autore-
gressive coefficient, p. It gives evidence of a mean reversion process. When estimated separately
for manufacturing, trade, and services (Tables D.1 and D.2 in the Appendix), it is around 0.7-0.8
for plant size and 0.5-0.7 for the number of plants. For average plant size, we find little difference
between sectors. By contrast, the autoregressive coefficient of the number-of-plants series is more
variable across sectors. Trade and services differ from manufacturing by a weaker persistence in
their creation/destruction of plants. At face value, Marshall-Arrow-Romer externalities are not
observed, which would be the case if the autoregressive coefficient was larger than one, though
large inertia in both plant size and number of plants is present, even more as regards the former.
This sustains the idea that once an industry in a given area presents larger plant size and number
of plants, this remains the case for a number of periods. Yet, convergence across areas occurs in
the long-run, conditionally on the local economic structure at that time.

Impulse-response functions are graphed in Figure 1. In the top panel, we generated an innova-
tion shock affecting average plant size at period 0 only and which magnitude is equal to the estimate
of one standard error of the innovation shock in this series. In the bottom panel, we generated an
innovation shock affecting the number of plants at period 0 only. We then computed the future
trajectories of both series in both cases by assuming that the local economic structure remains con-
stant over time. These diagrams are thus describing fluctuations around long-run targets. Years
are along the x-axis, while the y-axis should be read as the relative magnitude of the impacts of
the shocks on the logarithms of dependent variables (about 17% in the top panel for instance at
period 0 for the average plant size) and the number of plants. Both diagrams exhibit quite strong
responses at period 0 and convergence only occurs at a rather slow rate. After 10 years, the re-
maining effect of the innovation on average plant size is equal to 2% while it is equal to 0.5% for the
number of plants. It is also noticeable that shocks on the number of plants affect average plant size

much more than the reverse. Moreover, since results can be read in first differences, comparable
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statements can be advanced for growth rates. Large external or internal growth rates at a given
period imply large growth rates in the future, even more for plant size and for manufacturing, at
least in the short run. Yet, convergence in growth rates occurs in the long run.

Concluding the analysis of dynamic effects, the larger persistence of plant size and the larger
share of variance of the series of plant size which is explained by the area-and-industry effect have
an important policy implication. Economic policies affecting the local economic structure would be
more efficient in creating new plants, that is external growth, than those policies trying to influence
the growth of existing plants. Moreover, they would also be more effective in trade and services
than in manufacturing.

Contrary to previous studies, we are able to distinguish these short-run dynamic effects from the
impact on the long-run target of the local economic structure conditional on the presence of area-
and-industry effects. We analyze the respective impact of each variable to which economic policies
could be targeted and from now on growth is interpreted as growth of the long-run target. Let us
start by the impact on local growth of the global size of the local area (¢,:). We find that growing
areas experience both internal and external growth and thus the data exhibit global agglomeration
economies. Faster growing areas where both technological spillovers might be stronger and where
final and intermediate good markets are are growing faster have larger growth in average plant
size as well as stronger plant creation. This last point is in particular consistent with the idea of
“nursery” cities developed by Duranton and Puga [9]. These cities, where ideas and knowledge
are concentrated, would be the most favorable places for creating and innovating at the first stage
of the product life cycle though activity moves towards other areas at later stages. It appears to
be even more valid in France as regards service activities, which makes sense if these products are
more innovation intensive and frequently renewed.

The global size of the local economy is sometimes considered as part of the so called urbanization
economies. Nevertheless, this latter term has also been used to describe the impact of local industrial
diversity (div,¢) on local growth. To describe the local industrial composition, we also included the
number of active industries (s,;) as an additional explanatory variable next to the diversity index.
Both variables are always significant in all industries. Diversity has a positive effect on plant size
and on the number of plants. In contrast, the number of operating industries in the area (s;) has
a negative effect in both cases.

As a consequence, the message regarding the role of the industrial composition is refined. The
most favorable local industrial structure would consist in a small number of industries but of roughly
the same size, which would maximize both the area-and-industry number of plants and average plant
size. In terms of agglomeration forces, this finding is consistent with the idea that cost and demand
linkages extend similarly to all intermediate inputs in a given industry, even if the number of these

inputs is not necessary large. As regards pure local externalities, technological spillovers might
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be cross-industrial but would not extend to all industries. They would be maximized inside fairly
small but balanced sub-groups of similar sized industries.

Ceteris paribus, the effect of the number of plants (n.s) on plant size (¢,) is positive. In other
words, employment in an area and industry grows more quickly than the number of plants. This
can be interpreted in terms of pure local externalities (a larger number of plants favors innovation
and then plant size) and of market based forces. In the latter case, using the imperfect competition
set up developed in section 2 allows us to be more precise. Actually, the result can be reconciled
with equation (9) if the supply elasticity of labor is sufficiently large, which seems natural enough
in such a well integrated economy as the French economy. The direct negative effect of the number
of plants on firm size is lower in this case than the positive indirect one due to the productivity
gains that decrease prices which next increase demands. Conversely, the effect of the lagged plant
size (f,s;) on the number of plants (n,) is small but negative. This result might be due to the
presence of large recurring fixed costs, which might partly deter entry into the market. Second,
local competition between plants within industry (comp.s) has a strong and negative effect on plant
size and has a strong and positive effect on the number of plants. The more concentrated across
plants employment is, the larger average plant size is though the smaller the number of plants is.
One might argue that this variable is strongly correlated with the number of plants in an area and
industry. We ran again the regression of plant creation omitting the competition variable, comp,st,
and we saw that the magnitude of the effects of other explanatory variables are affected though
not their signs. Finally, the effect of the variable that denotes a monopoly situation (mono,st)
decreases as regards plant size.'!

Even if more complex, these results about the effects of competition shed new light on what
is found in the literature and have also some important policy implications. In Glaeser et al.
[11], competition is proxied by the (inverse) size of plant and results can be hardly compared
to our approach. In Combes [3] only one competition variable, comp,s, is considered. It has a
negative effect almost everywhere except in a few service industries. Again, the inclusion of different
competition variables here, and the fact that they are all significant (except the monopoly situation
in services), allows for a more precise verdict. Competition seems to have non-linear effects on local
employment in industries. Average plant size is maximized when the number of local plants is large,
when they are definitely not in a situation of local monopoly (both being consistent with the idea
of more competition) and when, simultaneously, the size of plants is uneven (which is associated
with a lesser degree of competition). One can think about a situation in which the presence of
some large leader firms increase the number of smaller surrounding plants. The size of the leaders
would induce benefits due to economies of scale while the followers could for instance gain from cost

and demand linkages. This view is also consistent with the idea of large plants doing research and

' As already said, this variable has obviously been omitted from the equation explaining the number of plants.
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development that benefits all other plants, a structure that would maximize technological spillovers
and knowledge diffusion. The counterpart would be that the existence of plants of even size on the
contrary is more favorable to the entry of new plants. This complex impact of local competition
on employment would certainly deserve more investigation in the future, both theoretically and

empirically.

5 Conclusion

We analyzed yearly data extracted from a survey about plant employment and we studied the
impact of the local economic structure on local growth of plant size and number of plants in
France between 1984 and 1993. The short-run dynamics is carefully modelled by controlling for
are-and-industry effects and endogeneity and both prove to be important devices. The optimal
local economic structure in terms of total size, industrial composition, and plant size distribution
is precisely characterized. This is interpreted in the light of the imperfect competition model
we presented and more generally of urban economics and economic geography. Economic policy
implications regarding both internal and external growth are derived.

Replication of studies such as ours would make possible a precise characterization of the different
forms of local development that are undertaken in each of the countries of the European Union and
to a factual analysis of the efficiency of creating employment according to these references. However,
we are not able to state which kind of agglomeration externalities, technological or market-based,
are more important for local growth, a question on which more research efforts should certainly be
put. Another line of research would also consist of evaluating the spatial extent to which the local
structure acts on local growth. We assume here that it is restricted to the local area itself, but
Desmet and Fafchamps [8], for instance, propose a methodology that could be mixed with ours to
evaluate the distance at which agglomeration forces operate. We did not analyze either the influence
of local infrastructure and more generally of public goods available at the local level separately,
which are simply controlled by area-and-industry effects as as other endowments are. Finally,
Henderson [15] using plant data in machinery and high-tech industries assesses the respective role
of localization and urbanization economies on plant productivity, also controlling for fixed-effects
and endogeneity. Merging both kinds of approaches could give a more complete view of the joint
dynamics of production, productivity and employment. Research on these issues is certainly high

on the agenda.
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Appendix

A Theoretical Predictions
A.1 Perfect Competition

Differentiating the production function (1) yields:

dy, dA dL dK
z — 4 z . z . A‘]_
Y. A +aLZ + (1 a)KZ (A.1)
As the price is equal to the marginal cost, we also have:
dp: _ jdws _ dAs (A.2)
Pz Wy A,
Equalization of labor productivity to real wage is given by:
W a—1 -«
— =ad; (L) (K>) ) (A-3)
Pz
and differentiation yields:
dw, dp, dA, dL, dK,
— = —(1— 1-— . A4
Wy Pz A, ( a) L, +( a) K, ( )

We then have five linear equations (3x2, A.1, A.2, A.4), in five unknowns: de, TE B 5 Wr

for ‘ff; given. We therefore obtain equation (4) reported in the text.

A.2 Cournot Competition: Short Run

Profit per firm is given by:
Ty =P — )¢ — f, (A.5)

where
(wz)a rlfa

a (1 — )17 4,

is the marginal cost, f is the fixed cost, and ¢, is the individual production.

Cy =

The first-order condition is:
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and the Cournot assumption yields:

which results in

and therefore

(pz —c2) 1 (A.6)

The equilibrium price is given by equation (5). Differentiation yields:

dp, dw, dA, dN, odN,

Ds :awz A, + N, oN,—-1’
which implies:
dp, _ O(dwz _dA; 1 dNZ. (A7)
Pz Wy Az (TNZ -1 NZ

As equation (A.7) replaces equation (A.2), there are again six equations for six unknowns as N,
and % are exogenous in short-run. We therefore obtain equation (A.8) as identical to equation (6)

in the text:

dL, e(lo—1 dA, 1 dN,
L. :1—og+6—2a0<Az+aNz—1 NZ>' (4.8)
Using
dL. dl, dN,
L.~ N
e obtain: de (c—1) [(dA 1 dN,\ dN
z €0 — z z z
Z:1—a+s+aa<Az+aNZ—1NZ>_NZ' (A.9)

A.3 Cournot Competition: Long Run

The first order condition (A.6) and free entry yield:

b b
ZQz_f: =

Y, - f=0.
oN, oN2"* f

Ty, =

By differentiation,
dp, dY, dN,
— +—-2—=0.
Pz Y N,

There are now six equations for six unknowns, %iz being the sixth. When equation (A.9) is

used, there are seven equations for eight unknowns, % being the seventh.
Long-run variations are therefore given by equations (9), (10), and (11) as in the text. For

instance:
dt, (e—=1)(c—=1)(cN, —1) dA,

6, 2a(c—1)(cN,—1)+(1+¢e)(c(N,—1)+0N, —1) A,
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The denominator are the same for 4= and 9=, positive if ¢ > 1 and N, > 1. dL—LZZ and dT]iZ

L. N.
numerators are positive under the same conditions. dgﬁ also needs € > 1 to be positive
z

B Regressions by sector

Table D.1: Average plant size - Dynamic model by sector

Manuf. Trade Services

Nyst 0.195 0.316 0.457
(12.6) (10.2) (11.8)
lot 0.333 0.257 0.121
(12.9) (8.0) (3.9)
Szt —0.231 —-0.210 —0.250
(6.4) (—4.6) (—4.1)
divy, 0.151 0.125 0.097
(7.9) (5.0) (3.2)
COMP, st —0.593 —-0.539 —0.613
(=21.1)  (—11.5) (—13.0)
MONO 5 —0.107 —-0.067 —0.001
(—9.7) (5.0) (—0.1)
Yo 0.786 0.754 0.748
’ (16.2) (8.5) (9.3)
Sargan 0.064 0.824 0.057
AC(1) —0.567 —0.559 —0.598
(<10-4)  (<10—%)  (<10—%)
AC(2) 0.083 0.051 0.091
(<1074)  (<1074)  (<10—4)
AC(3) —0.067 0.029  —0.012
(0.37) (0.03) (0.35)

Observations 39932 10270 11462

Notes : Equation (16) is estimated using non linear IV on the differenced model using instruments Zzs,t,g, Nzst, Xzst,

Nzs,t—1, Xzs,t—1, Nzs,t—2, Xzs,t—2.
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Table D.2: Number of plants - Dynamic model by sector

Manufacturing Trade Services

Cosi—1 —0.036 —0.051 —0.032
(—5.3) (—3.3) (2.1)
0 0.180 0.289 0.445
(3.7) (4.0) (5.2)
Sut —0.076 —0.067 —0.191
(—3.1) (—1.3) (—2.5)
divy 0.066 0.183 0.183
(2.8) (3.4) (3.1)
COMP st 0.952 0.678 0.330
(5.8) (4.4) (1.9)
Nyst—1 0.727 0.561 0.505
(16.1) (9.4) (6.6)
Sargan .90 .56 .26
AC(1). —0.557 —0.532 —0.523
(<10—4) (<10-4)  (<10—%)
AC(2) 0.047 0.032 0.037
(<10—4) (0.02) (0.004)
AC(3) 0.005 0.029 —0.013
(0.58) (0.06) (0.36)
Observations 27749 8706 9644

Notes : (a) Equation (21) is estimated using non linear IV on the differenced model using instruments £, s 3, N5t
Xzsty Mzs,t—1, Xzs,t—1, Nzs,t—2, Xzs,t—2. (D) Instruments do not comprise comp.s,+—1 and comp.s—2 The test of their
validity (exogeneity) was rejected.
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